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Knowledge resources or decisions?
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Abstract planner itself and gives rise to false and unnecessary de-
cisions, which would not occur were this information to

In this paper we argue that the problem of deci- be explicitly represented outside the control knowledge
sions can only be discussed when the resources of the planner. We believe this is wrong and that, be-
which contribute to the process of text gener- fore we can even discuss the decisions that take place in
ation are identified. We claim that declarative text generation, we have to strive to represent all linguis-
and procedural knowledge - while resources cor- tic information as resources, declaratively and separately
respond to the former and decisions to the lat- from the control information. We also have to represent
ter - have to be clearly separated. After eval- this information in a modular way, grouping together in-
uating various text planning systems from this formation responsible for the same phenomena. To take
angle we outline what the consequences for the these design criteria into account is important for the
design of a text generation system are. same reasons raised in both general debates in computer

science regarding issues of "declarativity vs procedural-

1 Introduction ity", and more recent essential considerations of modu-
larity, modifiability and generalization of knowledge.

In this paper, we argue that all the linguistic knowledge What we therefore aim at is to draw a clear borderline
necessary to construct a text should be declaratively rep- between linguistic knowledge to be encoded declaratively
resented as resources available to a text planner. and operational knowledge which controls the flow of

Many s3 stems which work on the level of sentence gen- communication in and between the modules. Getting
eration represent their resources in a declarative form. the resource/decision distinction right means that:
The grammar, for example, can be considered as a * Modularity and transparency is enhanced. One can
declarative resource. Further, semantic information used easily examine the resources available, Further-
in sentence generation has often been represented declar- more, when knowledge is implicitly encoded in the
atively in a knowledge base. decisions made by a system, there is a danger in

We want to extend this view for the generation of mixing various kinds of knowledge in one complex
texts rather than sentences and therefore need to specify decision.
clearly for the process of text generation (and text plan-
ning, respectively) what defines resources and decisions. 9 Modifiability and extendability is increased: be-

We claim that without a proper declarativization of cause of the modularity and declarativity, it is easy
the resources used in text generation, it becomes difficult to make changes and extend the system.
to distinguish decisions made by the system from con-
straints imposed by the resources of language. We define is
a decision to be a choice made by the system where the represented declaratively, it becomes easier to no-
information provided by the resource is not sufficient to tice and represent generalizations.

make one distinct choice. The resources must be clearly Getting this distinction wrong almost guarantees un-
defined before appropriate decisions can he identified. expandable (and thus short lived) systems.
Failure to do so runs the danger of requiring decisions
when none are justifiable or appropriate. 2 Resources and decisions

In many current approaches to text planning systems, In generation, resources represent linguistic potential
although some of the linguistic knowledge is represented available to construct a text. This is, they contain all
explicitly, much of it is still implicitly encoded in the the knowledge necessary to produce the linguistic phe-

"Her research is supported by DARPA under grant MDA nomena specifically needed for the generation of text.
903-81-C-0335 and under NASA Ames cooperative agree- At the lexicogrammatical level, these resources include
ment number NCC 2-520. at least a grammar and a lexicon. At. the text, planning

trier work at ISI is supported by RADC grant FQ7619- level, it is still unclear exactly what these resources are
89-03326-0001. and which information they cover. Text types, theme



development, rhetorical relations, etc. are types of in- to be available to the text planner.
formation that come to mind. Necessarily, none of the There are indeed numerous examples of these phenom-
resources can be seen as independent of all of the others. ena, of which we only mention a few here:
Therefore, the interaction among resources and the way
they influence each other is also part of the resources. All In systems such as TEXT (McKeown, 1985) or TAI-
the resources comprise what is available to the text plan- LOR (Paris, 1988), a rhetorical strategy is chosen
ner to generate a text. We should now strive to identify by making a decision based on the communicative
all the resources needed for the generation of text and goal given to the text planner and the knowledgerpeetthem explicitly and in a modular way. available in the knowledge base. A better solution is
represent linguisticipotentia mod wy to express the set of potential communicative goals

As the linguistic potential expressed in the resources and the rhetorical strategies that can be used to
mightachieve these goals as declarative resources available
a set of alternatives for satisfying the initial specification tthe te plan Tecitrations betw e

as opposed to one solution. At this point, there is a need to the text planner. The interactions between do-

to decide on the alternative to be preferred. Decisions main knowledge, communicative goals and rhetor-
occur during this phase. ical strategies should be stated explic itly and in a

occu duingthi phse.modular way. What would previously have been
It is a weakness of many current approaches to text represetedas atrinicdecision l he flwa

generation that the set of alternatives is not sufficiently represented as an extrinsic 'decision' then follows as

restricted by the resources themselves, thus rendering an resourc consequen of anitionat

eventual decision more complex than need to be. We be- resources themselves. In TAILOR, an additional

lieve this is so because, in many cases, all the linguistic choice of strategy is consistent for a given type of

information has not been clearly identified and repre- use odegy is consisti n for a be typeo

sented in an explicit and modular way. This is especially user model, this linguistic information can be repre-
sented separately, instead of being a decision of the

the case at the text organization level, where it is still

rather vague a., what the resources and their interac- planner (Paris and Bateman, 1990).

tions are and i. .w one can represent them declaratively. Focus handling: in many planners. focus rules are
In recent computational linguistic work, there has al- embedded in the code of the text planner. They are

ready been a push towards representing linguistic knowl- not represented as a linguistic resource available to
edge at the level of the grammar and the lexicon in a the text planner.1
declarative and modular way, separating different con-
cerns, e.g, (Emele et al., 1990; Emele et al., 1991). We Constraints on the style of text to be generated:
are now arguing that we should also try to represent all in systems such as Pauline (HBwy, 1988a). plan-
the linguistic resources needed for the generation of tert ning and realization decisions are made on stylistic
in a declarative way, thus also enhancing their modular- grounds by appealing to so-called Rhetorical Goals,
ity, modifiability, and generality, which are distinguished from higher-level pragmatic

(interpersonal and situational) concerns. While
3 Identification of information required these Rhetorical Goals are an attempt both to mod-

throughout the text generation ularize stylistic issues and to represent in declar-
ative form the kinds of knowledge needed to gen-process erate pragmatically/stylistically appropriate text.

In the following we discuss the various types of informa- Pauline did not go nearly far enough: the system's
tion required in the text planning process. We describe calls to the Rhetorical Goals for guidance at deci-
how this information was represented in recent text plan- sion points are all procedurally implemented and
ning systems and show how linguistic information was monitored.
encoded both in procedural and declarative form. We
then give a short outline of the subtasks in text genera- * Selection heuristics based on previous
tion which are to be supported by declarative knowledge discourse (Moore, 1989). To decide upon the spe-
sources. cific plan to choose when several are available, some

systems employ 'selection heuristics' that make a
3.1 Linguistic and control knowledge embodied decision based on previous discourse, user model,

in text planning systems or other pragmatic factors. These are embedded in

Different concerns have often been mixed together in the code. It would be more appropriate to repre-

text planning systems, resulting in more complex and sent them as additional resources to the text plan-

opaque systems, as well as systems that eventually be- ner (Moore and Paris, 1991).

come harder to augment and maintain. Linguistic in- 9 In various approaches to text generation, a text
formation and control knowledge in particular have of- is planned by posting a communicative goal and
ten been mixed, and much of what is considered control choosing a plan operator capable of achieving that
knowledge should be more appropriately treated as part goal - e.g., (Appelt, 1981; McKeownf 1985a Hievn
of the declarative resource representation as linguistic
information. The decision process has thus been compli- 1An attempt to make focus handling more explicit and in-
cated by not representing separately, declaratively, and tegrate text structure planning with a separate level of con-
in a modular way all the linguistic information that needs trol for focus appears in (Hovy and McCoy, 1989).



1988b; Moore and Paris, 1989). The operator in a knowledge source. Among these are:
turn can post other subgoals to be achieved. Plan
operators indicate when a specific rhetorical rela- text structure and the order of textual units:tion can be used given the knowledge base at hand, The system has to provide resources containing a

tng an at u, set of possible text structuring means together withthe communicative goals being pursed, ao a der the description of their conditions of use. This com-
model;ponent must also have a notion of how to order the
composed into other subgoals, again depending on elements of a text structure in order to increase tase
the knowledge available, a user model or rhetorical elementat r e de a
relations. They indeed represent in a declarative of understanding.
way some of the linguistic information available forconsrucing tet. Hwevr, sme f th liguisic parataxis, hypotaxis and cohesion:
constructing a text. However, some of the linguistic Once the text structure is determined it still is un-
knowledge (such as focus handling or use of past dis- clear how the information is to be ordered with re-
course) is embedded in the control knowledge and spect to its syntactic structure. The system must
is hard to examine, change and augment. contain a collection of motivations which indicate

Furthermore, what is not represented in a modular under which circumstances parataxis is to be pre-
way are the interactions between the various types ferred over hypotaxis etc. A similar problem also
of information: as mentioned above, a plan opera- to be addressed by a resource is the determination
tor includes constraints on rhetorical relations, user of sentence boarders, i.e. the question of how much
model, and domain knowledge at hand. The number information is to be given in one single sentence.
of plan operators increases as the range of produced
text increases and as the domain of application ex- thematic progression and focus shift:
pands. In such cases, there is a clear need to impose Other resources have to describe a potential of pos-

further organization. Indeed, as the number and sibilities how to construct a coherent sequence of

the specificity of the planning operators increase, so sentences and how these are linked by thematic pro-

does their complexity and the complexity of their gression.

interactions. A specific plan operator might be em- lexical choice:
ployed in the service of several higher level commu- The choice of adequate lexical items is another step
nicative goals; a plan operator might occur in many in the process of text generation which has to be
different text types, correspond to various types of supported by distinct knowledge sources. These re-
knowledge in the knowledge base, etc. It is now nec- sources not only are responsible for the selection of
essary to reduce the complexity of plan operators lexical it,:ms most adequate in the context given,
by reducing the overall power which each operator they also have to be able to construct cohesive
has. Instead of mixing into one operator constraints chains of lexemes.
on the knowledge base, the rhetorical relations, a
user model, etc., we believe it is preferable to state relevance of textual content:
instead the constraints and interactions among all Other components have to deal with the determi-
these in an explicit and modular fashion (Moore and nation of concepts relevant in a given situation.
Paris, 1991). This component must also provide knowledge of how

Based on our experience and understanding of the gen- much information concerning a certain topic is to be
eration process, it is time now to re-examine our text selected.
planners and identify where they mix linguistic informa- Although it is not clear yet whether the generation
tion with decisions, where they have failed to represent of each of these phenomena corresponds to only one re-
linguistic information, giving rise to 'ill-founded' deci- source responsible for its treatmenm, it is obvious that
sions, and where a more declarative and modular repre- each phenomenon should be defined with respect to the
sentation of the resources is necessary. resources responsible.

We must thus now look more precisely at the types of Our main effort at this point should thus be to clearly
knowledge embodied in plan operators such as the ones identify and represent these resources. Only then can
mentioned above or in the various 'decisions' taken by the issue of decision-making in generation be addressed.
generation systems and note where generalizations can In our own work, we believe that the breakdown of
be made. These form the basis for identifying linguistic resources offered by systemic functional linguistics pro-
resources required at the text organization level. vides an appropriate framework to study and identify the

linguistic resources needed at the text planning level, and
3.2 Lwe are investigating within this framework the resources

necessary knowledge resources necessary for planning a text.

To determine the various types of information necessary
for the development of declarative linguistic resources it 4 Identifying the resources needed: a
is also necessary to closely examine the phenomena to start
be dealt within the text generation process. By doing
this we may gain additional indications which informa- It has been shown that the organization of the lexico-
tion types are possible candidates for representation as grammatical resources proposed within Systemic Func-



tional Linguistics (SFL) (Halliday, 1978) is not only corn- conducted taking the first viewpoint (Bateman and
patible with the goals of modularity and declarativity, as Matthiessen, to appear; Matthiessen and Bateman,
we have described them, but is also a good candidate for 1991). In that work, Bateman and Matthiessen iden-
achieving these goals (Bateman and Momma, 1991). tified that the text base needs to include at least knowl-

SFL offers one breakdown of resources that we believe edge to control areas of the grammar such as conjunc-
is useful to start studying and organizing the knowledge tions, thematizations, and voice choice. From this they
sources available to a text planner: the meta-functional argue that the text base must include information such
split. SFL distinguishes three types of meanings oc- as rhetorical relations, potential topical shifts, and levels
curring in language: ideational, interpersonal and fet- of textual statuses (newsworthiness, thematicity, etc).
tual meaning. While ideational meaning represents the Studying the text base from the other angle, we must,
world as it is and how it is experienced, interpersonal as mentioned above, examine carefully the text planners
meaning is concerned with information about the par- we currently have and identify the linguistic information
ticipants of the discourse and their social relations. The that is embodied within them but not represented as
textual metafunction deals with the presentation of both resources. We believe a lot will be gained by this enter-
ideational and interpersonal information as text. prise, and it will allow us, finally, to start discussing the

The meta-functional split was used as motivation issue of decision-making in text generation.
for the development of an architecture for text gen-
eration systems as described in (Matthiessen, 1987; 5 The representation of knowledge
Matthiessen and Bateman, 1991). Corresponding to the
three metafunctions, three modules or so-called bases are using constraint-based formalisms
distinguished. The ideation base captures the experien- It is obvious that various knowledge sources cannot be
tial knowledge, the interaction base copes with interper- discussed in isolation. This can be observed from the
sonal meaning and the text base is responsible for the phenomena as discussed above: most of the phenomena
treatment of textual phenomena. These three modules depend on each other. As mentioned above, interactions
form the basis for a possible architecture for text gener- among knowledge resources are part of the information
ation systems. It is not enough, though, and one needs sources. Thus the linguistic resparteofth to be defined
to specify what goes into each modulc as well as their with respect to each other. One way to do this is to
interactions. express these linguistic resources in terms of constraints.

The ideation base has already been studied extensively They entail a deduction mechanism by which a partial
for the last few years. It has been incorpo:ated into specification of any kind can be filled out to give a set
the text generation system PENMAN (Mann, 1983) as of maximally information-filled specifications consistent
a linguistically motivated hierarchy of concepts - the with all resources. In other words, given these resources,
Upper Model (Bateman et al., 1990; Bateman, 1990; there is a need to have a mechanism to utilize them, in
Halliday and Matthiessen, in preparation) - which is order to obtain the set of alternatives that satisfy an
augmented in specific applications by subordinating to initial specification for a text. This mechanism ensures
it domain-specific knowledge - the Domain Model. The that constraints on the resources and their interactions
Upper Model is one of the resources which co-constrains are satisfied.
the resources of the grammar according to ideational This is obviously still not enough. There is also a need
function. for some control mechanism to make sure the constraint

The lezi base, that is, that area of the semantics that
controls the setual resources of the grammar such as propagation is performed in some orderly fashion (e.g..contolsthetexualresurce ofthegramarsuc as to make it more efficient, or psychologically motivated,
theme-rheme structures, the given-new distinction, etc., etc.).
is still largely unstudied, although there has recently By choosing one uniform constraint-based formalism
been a lot of research on discourse phenomena in text fo the psention of kn sor cestneeded for
generation, as e.g. in (Dale, 1989) or (Lascarides and for the representation of knowledge sources needed for

Asher, 1991). It is still rather vague as to what type of the generation of text we also get rid of the border be-
knowledge belongs in the text base and how it should tween the textual and the sentence or rather the lexico-
be organized. And yet, it is necessary to clearly define grammatical level. The result is one uniform architec-
these resources, especially for the development of a text ture for the generation of text, instead of distinguish-
planning system. ing - as done so far in the history of text generation -

In order to define them, we can study information between text planning and sentence generation. Con-

types from various angles, by identifying: flicts occurring between text and sentence planning are
avoided since the resources of both levels no are able to

1. what information is necessary to control the lexico- constrain each other.
grammatical resources of the generation system, as Additionally we gain an advantage common to
e.g. the grammar, the lexicon, etc.; constraint-based mechanisms, which is the neutrality of

the formalism to a certain direction of processing. This
2. what is necessary to produce discourse, means that grammars represented in this way can be em-

The Upper Model, for example, was mainly derived by ployed both for parsing and analysis. Therefore, textal
studying the ideation base from the first angle, i.e. from knowledge formulated in a constraint-based formalis ,a is
the point of view of sentence generation. also valuable for tcxt analysts.

For the text base, some research has already been Finally, this formalism cannot be considered as only a
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the possibility to mix control information with linguistic eration, 3-6 June 1990, Pittsburgh, PA., 1990. Organized
knowledge no longer exists. by Kathleen R. McKeown (Columbia University), Johanna
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